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ABSTRACT
Decision-making software may exhibit biases due to hidden de-
pendencies between protected characteristics and the data used 
as input for making decisions. To uncover such dependencies, we 
propose the development of a framework to support discrimination 
analysis during the system design phase, based on system models 
and available data.
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1 INTRODUCTION
Advances in machine learning and the availability of vast amounts 
of data have enabled the rise of autonomous decision-making soft-
ware, which is now used in various industries [15, 18]. Such soft-
ware uses machine learning to reveal useful patterns and trends 
across large sets of data, in order to elucidate judgment rules and 
apply them to new cases. Many applications are socially sensitive: 
For instance, machine learning is now used to decide whether a sen-
tenced person should be released, who is invited to a job interview, 
or which kind of medical treatment is offered to a patient.

There is a risk that such patterns, or indeed any automated de-
cision making procedure, can be used to unlawfully discriminate 
against persons based on their protected characteristics, either in-
tentionally or unintentionally. A protected characteristic is any 
personal information that should not be subject to discrimination 
in a decision-making process. For instance, the UK Equality Act 
2010 and the German General Equal Treatment Act (AGG) 2006, 
define some legally protected characteristics, including age, gender, 
race, and sexual orientation. However, the protected characteristics 
are not limited to those listed by the laws and regulations. De-
pending on the considered business organization policies, other 
protected characteristics can be specified. For instance, citizenship 
is not considered as a protected characteristics in the Equality Act
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and the AGG, but it can act as one in the policies of a specific organi-
zation. For example, for loan decision-making, a bank may disallow
discriminating between the customers based on their citizenship.

According to the recent literature [5, 11], available decision-
making software is prone to illegal or unethical judgments that may
lead to undesirable consequences such as reputation damage and
law infringement. Often, to remain legally compliant, automated
decision-making software avoids using protected characteristics as
part of the input of the decision-making component. Unfortunately,
these characteristics may still affect the analysis result: First, the
actual input being used may contain data that resulted from process-
ing protected characteristics, thus indirectly revealing signals about
them. Second, while a given protected characteristic (e.g. gender)
may not be not processed, other background data (e.g. educational
background) can act as proxies for these characteristics.

A system developer without knowledge about these dependen-
cies may easily develop a decision-making software which dis-
criminates against protected characteristics. Worse, in some cases,
such discrimination is inherently hard to detect due to hidden in-
formation flows in the system that indirectly leak a signal about
protected characteristics to the output of a decision-making soft-
ware. According to Barocas and Selbst [3, p. 1] "[...] because the
resulting discrimination is almost always an unintentional emergent
property of the algorithm’s use rather than a conscious choice by its
programmers, it can be unusually hard to identify the source of the
problem or to explain it to a court".

Existing works either focus on the machine learning algorithm
[4, 14, 19] or on testing the overall system [9]. While the former
can reduce known discrimination by processing the used data or
model, it cannot uncover discrimination in the above mentioned
sense, as it does not consider the algorithm’s context. The latter
treats the system as a black-box and studies the output behavior of
a given system after the fact, that is, when it has been implemented.

In this paper, we argue that responsible behavior needs dedica-
tion and support from the early stages of the system design. System
developers should be supported with tools to specify the protected
characteristics, and to reason about hidden information flows be-
tween these characteristics and decisions. Detecting implicit flows
of information is not a new topic, but a key challenge in security
engineering [8, 10, 12, 17]. However, we are not aware of a model-
based security analysis approach that supports the engineering of
discrimination-aware information systems.

We address the following research question: How can one uncover
dependencies between protected characteristics and the output of a
critical decision-making process during the system design phase? We
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Figure 1: Bank database with customer data.

propose the development of a model-based analysis framework.
The key idea is to analyze the system models and available data
to uncover leaks of protected characteristics. In particular, we aim
to address proxy discrimination [7], a frequent discrimination phe-
nomenon: for example, a gender background may not used as input
to the decision-making software, but if the males are more likely
to have a higher income than females, then the income may act as
a proxy for the gender. Consequently, approving that a protected
characteristic is not processed at all, either directly or indirectly,
is not sufficient to minimize discrimination. To address this issue,
we suggest performing a statistical analysis using the result of the
information flow analysis and a database of available data from the
system’s context. Based on the results of the analysis, we can raise
awareness of possible discrimination in the system.

Avoiding the use of proxy characteristics is generally not always
possible or even desirable. For example, the developers may want to
use proxy characteristics together with the protected characteristics
in order to actively re-balance the output such that no group is
discriminated against. For these reasons, the analysis results will
be used to generate warnings that might require further analysis
to see whether the system discriminates for real.

The paper is organized as follows. Sect. 2 provides a motivating
example. Sect. 3 gives a problem statement. Sect. 4 introduces a
roadmap to our proposed framework.

2 MOTIVATING EXAMPLE
The following example is inspired by real critical decision-making
processes in banking systems.

Consider a bank interested in leveraging automatic decision-
making to provide certain services to different customers. Three
example services are: (i) Apply for a Loan, which is available for
all customers who want to apply for a loan. (ii) zero-Fee Money
Exchange, which allows customers to exchange money without pay-
ing extra fees. This service is available for the customers working as
international merchants. (iii) Announcements about Job Vacancies,
which sends announcements on job vacancies to its customers. This
service is available only for national customers with an educational
background in accounting. The bank has different discrimination
policies when offering services to specific customers. For example,
for loan decision-making, the bank policies disallow discriminating
between the customers based on their citizenship, while for other
services it is considered acceptable.

Among these three services, Apply for a loan service is partic-
ularly critical. When developing a system for automating it, the
decision whether a loan is risky or safe is to be generated based on
historical observations. In our case, these observations come from
an existing database that stores data about the bank’s customers.
Fig. 1 shows the database considered in this paper. The database
contains information about 10 customers with equal numbers of
females and males.

The Personal Data table in Fig. 1 stores personal data about the
customers. The gender is a boolean attribute where 1 refers to males
and 0 to females. The income and high_Income represent financial
information about the customers. The high_Income is a boolean
attribute representing whether a customer receives income above a
certain threshold. If a customer earns more than 3K Euro per month,
the corresponding cell shows a 1, else a 0. The nationality column
shows information about the customer’s citizenship. If a costumer
is an international customer, the corresponding cell shows a 1, oth-
erwise a 0. The merchant and accounting attributes shows the job
and the educational background information of the costumers, re-
spectively. For simplicity, we considered one job type (merchant)
and one educational background category (accounting). If a cus-
tomer works as a merchant or has a an educational background in
accounting, the corresponding cells include a 1, else a 0.

Customers may apply for one or multiple loan requests at one
time. In Fig. 1, the Previous loan_request table stores data about
previous requests, including the request_ID, amount and result (i.e.,
safe or risky). The result is a boolean attribute representing whether
the request was considered as safe (1) or risky (0). A service in the
bank can be available to many customers, while a customer may
receive many services. The Service data table stores data about the
banks’ services and their availability to a customer. The zero_Fee
and vac_Ann attributes refer to the zero_Fee Money Exchange
service and the Announcement about Job Vacancies service, respec-
tively. If the zero_Fee Money Exchange service is available to a
customer, the corresponding cell shows a 1, else a 0. The Announce-
ment about Job Vacancies service is handled similarly.

The challenge. As system analysts, we need to comply with the
bank’s discrimination policies. We focus on the following question:
Does the decision-making software possibly discriminate between
the customers based on their citizenship (i.e., national vs interna-
tional)?

System models. As a first step towards solving this challenge, we
need to know which of the customer data in Fig. 1 is used as input
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Figure 2: Activity diagram describing the loan decision-
making process.

to the decision-making software. Unfortunately, the database is
a static representation for the data structure and it does not tell
which data is being processed by the decision-making software.
Generally, dealing with the system as a black box will not help us
to identify the input of a decision making software. Consequently,
we will not be able to address our challenge.

In a complex decision-making system, identifying the data used
to inform the decisions is an effort- and time-consuming task when
donemanually on the basis of an existing implementation. In critical
domains such as finance, the system is typically modeled before it is
implemented, providing a high-level specification in which system
components with their inputs and outputs can be analyzed. Fig. 2
shows a simple UML activity diagram [16] for the loan decision-
making process. The activity starts by receiving a loan request event.
The received loan request is automatically stored in the customer
database. Afterwards, the get characteristics action is invoked.
This action consumes three data objects as input, namely, zero_Fee,
vac_Ann and high_Income. The first two data objects respectively
represent the availability of the zero-fee Money Exchange and
Announcements about Job Vacancies services to the loan applicant.
The high_Income object specifies whether the applicant has a high
income or not. Similarly, these data objects are used as input for
the Do decision action.

Rectangles on the boundaries of an activity diagram represent
data objects that are either input data from or output data provided
to another activity in the system. For example, the trained_classifier
data object is the result of training a machine learning classifier
which is actually an output from another activity in the system.
The output of the Do decision action is a data object called result
which shows whether a loan request is safe or risky. Since the result
data object represents a critical decision we will call it a critical
data object in what follows.

Statistical analysis. Based on the activity diagram shown in Fig.
2, the decision-making software processes the zero_Fee, vac_Ann
and high_Income data objects directly to produce the critical data
object. Although the citizenship data was not used as part of the
direct input, we knew that some of these data may act as proxies to
the citizenship data. Given the database in Fig. 1, we can perform a
statistical analysis to uncover dependencies between the direct in-
put of our decision-making software and the customers’ citizenship

Table 1: Conditional probabilities of directly processed data.

P(international) zero_Fee vac_Ann high_Income
66.67% 0 0 0
100.00% 1 0 0
0.00% 1 1 0
100.00% 1 0 1
0.00% 0 1 0
0.00% 0 1 1
100.00% 0 0 1

data. In Table 1, the column P(international) shows the conditional
probability of the customer being international, given the data ob-
jects being directly processed by the decision-making software. For
instance, the first row shows the probability of a customer being
an international given that (i) he does not have a high income, and
(ii) the zero_Fee Money Exchange and the Announcement about
Job Vacancies services are not available to him, as 66.67%.

Assuming a normally distributed dataset, we generally expect
mid-range values for the probability of a customer being an inter-
national. Probabilities that equal 100% or 0% would be more of a
surprise. However, in Table 1, this case happens when the zero_Fee
Money Exchange service or the Announcement about Job Vacan-
cies service is available. For example, the second row in the table
tells us that their is a maximal correlation between being an in-
ternational customer and receiving a zero_Fee Money Exchange
service.

Although it is clear that both the zero_Fee and vac_Ann data
objects can act as proxies for the customers’ citizenship data, still
we have no explicit explanation for their probabilities. For example,
it’s not clear why the relation between the zero_Fee service and
being an international customer is so high.

Information-flow analysis. In the following we discuss two pos-
sible explanations: First, the zero_Fee and the vac_Ann data objects
could be strongly correlated with the citizenship data due to a soci-
etal fact (e.g., knowing that a person is working as a taxi driver in
Saudi Arabia, one can directly say that he is a male). Such situation
is not related to anomalous distributions in the database and one
can not even avoid them. Second, zero_Fee and the vac_Ann could
be derived data resulting from processing the citizenship informa-
tion. As a result, the derived data still retain strong signals about
the citizenship information.

Generally, in any software system that processes users data to
provide them with services, the result of processing the users’ data
are new data.We call these data, which is generated from processing
other data, derived data. Information about whether a data object
is derived or not can be represented in the database schema. The
database schema describes the structure of database tables and
provides meta-data about the database data such as the data value
type (e.g., Integer and String) and whether a data is derived or not.
The literature provides many modeling languages for representing
the database schema such as the entity relationship diagram [6]
and the UML class diagram [16]. The UML class diagram is a type
of static structure diagram that describes the structure of a system
by showing the system’s classes, their attributes, operations (or
methods), and the relationships among objects [16]. However, one
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Figure 3: Database schema, specified using a class diagram.

can also use the UML class diagram to describe the structure of a
database tables, their relationships, their columns as attributes and
metadata about each attribute such as the input type (e.g., integer
or string) and derived or not derived..

Fig. 3 shows a class diagram that describes the underlying schema
of the database in Fig. 1. Derived data are visually represented
using the "/" character. For example, the high_Income , in Fig. 3,
is a derived data object. Using this information, we can address
the remaining question: why are zero_Fee and vac_Ann strongly
correlated with the citizenship information?

Although the database schema shows whether a data object is
derived, it does not tell how it is derived. This information can be
found in the activity diagrams. Therefore, as a business analyst, we
need to find out and analyze the activity diagrams that describes
how a certain data object is derived. Such type of analysis is called
information-flow analysis. The information-flow analysis allows to:
First, understand how the data are propagated in the system. Second,
uncover critical leakage for sensitive data [13]. With an analysis for
the information flows of the targeted decision-making software,
the analyst can minimize the risk of having indirect discrimination
against protected characteristic.

Fig. 4 is an activity diagram describing how the value of the
zero_Fee data object is derived. The activity starts by retrieving all
data instances of type Customer. The retrieved instances will be
listed in a buffer. Then a loop of processes that works over all the
listed instances will start. The Get Job and Citizenship info action
receives the customer_ID as input and returns the corresponding
job and citizenship data to the customer_ID. The result of of this
action will be aggregated in a one data object called result. The
result will be verified by the exclusive gateway. If the customer is
working as an international merchant, the Update the zero_Fee
Exchange action will be invoked. This action will update the value
of the zero_Fee data object. Otherwise, the process for that instance
will be terminated. The loop will be terminated when there are no
more instances in the list.

Based on the description of the above activity, we infer that the
zero_Fee attribute is derived from processing the job and citizenship
data. More precisely, the value of the zero_Fee depends on whether
a customer is international and working as a merchant.

For brevity, we do not include the activity diagrams showing
how the vac_Ann and high_Income data objects are derived in
this paper. Instead, we will refer to the early description of our
motivating example. First, the Announcement about Job Vacancies,
as described in the motivating example, is an available service only
for any national customer who has an educational background in
accounting. The vac_Ann attribute that shows the availability of
this service is specified as derived, because its value depends on
whether a customer is a national customer and has an educational
background in accounting. Second, the high_Inc data object, as
described earlier in this paper, is a derived data object because it
value depends on whether the income of a customer exceeds a
certain average.

Fig. 5 represents the flow of data in the loan decision-making
software. The flow is represented as a tree of connected nodes,
where each node represents a data object. The figure shows the
directly and the indirectly processed data objects and the relations
between them.

Although the customers’ citizenship data was not used directly
as input to the decision-making software, Fig. 5 shows that there
is indirect leakage for the citizenship data to the result data object.
This is because both the zero_Fee and the vac_Ann are resulting
from processing the citizenship data. As a result, we now have an
explicit explanation to the probabilities in Table 1. More precisely,
for example, the reason for having a high correlation between the
zero_Fee and the international is coming from the fact that the
zero_Fee represents a derived data object whose value is derived
from processing the citizenship and the working data of a customer.

Since the information flow shows that there is indirect leakage
for the citizenship data to the input of the decision-making software,
we as an analyst can conclude that this process is illegal with respect
to the bank’s policies.

Discussion In the above case, the data flows analysis helped
us to uncover indirect (i.e., hidden) processing for protected char-
acteristic. To this end, consider, for example, that our intention
in the previous section was to uncover dependencies between the
output of the decision-making software and the gender instead of
the citizenship. Fig. 5 shows evidence that there is no processing
either directly or indirectly for the gender. Our question now: Is
this sufficient to believe that the output of a decision-making software
has no dependencies with the gender?

According to the literature the input to a decision-making soft-
ware may include data that acts as proxies for a protected char-
acteristic. Discrimination arising due to use of data correlated to
protected characteristic is referred to as discrimination by proxy
[7]. For example, if a database shows that females are more likely
to have an educational background in accounting than the males.
Then accounting can act as proxy for the gender. Hence, an evidence
that a protected characteristic was not processed at all (i.e., either
directly or indirectly) does not necessary mean that their is no
dependency between the output of a decision-making software and
that protected characteristic.

Since today’s systems store much data about their customers, a
single protected characteristic may have many proxies. Finding all
the possible proxies and reasoning about them is a difficult task. To
minimize the risk of discrimination against protected characteristic,
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Figure 4: Activity diagram describing how the value of the zero_Fee data object is derived.

Figure 5: Data flows in the example.

we can reuse the data flows analysis results to study the correlation
between the leaves nodes in the resulting data-flow tree in Fig. 5
and the protected characteristic (i.e., gender).

Based on the database in Fig. 1, we calculated the conditional
probabilities of being female given the leave nodes in the data-flow
tree from Fig. 5. The conditional probabilities are summarized in
Table 2. For example, row number 2 in the table represents the prob-
ability P(Female | ¬(">3k" €∩ national ∩ merchant) ∩ accounting).
In other words, row number 2 shows the probability of being female
given the that the customer: (i) does not receive a high_income. (ii)
is not a national customer. (iii) does not work as a merchant. (iv)
has an educational background in accounting.

By looking to the database in Fig. 1, we can find that 3 out of
10 entries (i.e., rows) in the database match the condition in row
number 2. These entries are highlighted in gray color in Table 1 from
Fig. 1. Two out of these three cases belongs to females. Therefore,
as shown in Table 2, the probability of being a female given the
specified condition in row number 2 is 66.67%. Since the majority
in this context (i.e., given a national customer with educational
background in accounting and the other data objects are not true)
are females, we can conclude that the nationality and the education
background in this context can act as a proxy for the gender.

In conclusion, the goal of the information-flow analysis is twofold:
First, it allowed us to uncover indirect leakage for protected data.
Second, it helped us to uncover situations where the used data can
act as a proxy for a protected characteristic.

3 PROBLEM STATEMENT
To remain legally compliant with the laws and regulations and to
avoid expensive fixes, the developers of a system must minimize
the source of possible discrimination already during the design of
an automated decision-making software. Relying only on a given
database will not help the analyst to uncover dependencies between
the output and a given protected characteristic. A main source for
this problem is the existence of hidden critical information flows
that indirectly leak signals about protected characteristic to the
input of a decision-making software. On the other hand, testing
does not help to uncover problematic dependencies at the design
time, since it assumes a complete implementation of the system,
the development of which is an effort- and time-consuming task.

A solution for this issue is to analyze the system design model.
However, analyzing the system design model manually is a difficult
and error-prone task because information about how the data are
propagated in the system and how they are related with each other
are hidden and distributed inmultiple types of diagrams. In addition,
the system model alone is not sufficient for detecting statistical
dependencies between used data and protected characteristics. The
detection of these dependencies requires to apply statistical analysis
to the available information as well.

Roles: The following roles are assumed: First, domain experts who
clarify which kinds of discrimination are allowed (e.g. age discrimi-
nation for life insurance) and which ones are not (e.g. age discrimi-
nation for hiring decisions). Second, software analyst/developer who
has a good background in modeling and some expertise in statistics.

Input: Three types of inputs are assumed: First, a requirements doc-
ument containing discrimination-aware requirements. During the
requirements elicitation, the domain expert, based on the organiza-
tional policies and laws, can identify what can should be protected
and in which context.

Table 2: Examples of the conditional probabilities of the gen-
der with the indirect processed data

P(Female) ">3k" € nationality merchant accounting
50.00% 1 1 1 1
66.67% 0 1 0 1
0.00% 0 0 1 0
100.00% 0 0 1 1
100.00% 1 1 0 1
0.00% 1 0 1 1
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Figure 6: High-level overview of a model-based discrimination analysis framework.

Second, a system model represented by the Unified Modeling
Language (UML) [16]. UML permits the developers to model differ-
ent aspects about the system. The structural aspects of the system
are specified by using class diagrams, while the behavior aspects
are specified by using, for example, activity diagrams. While the
use of system models in practice varies between different software
domains, they can be a key enabler for important tasks of high
business value, such as the discrimination analysis presented here.

Third, a database of historical data. The database needs to contain
data for protected aswell as other characteristics, in order to support
the detection of dependencies between them. To support reasoning
about the system design based on the database, we also assume a
mapping from the system model to the database schema, which
could be given by the user or determined (semi-)automatically.
Output: The output can be delivered on different levels of granu-
larity. Most fine-grained would be a report of all statistic analysis
outputs, whose interpretation is left to the analyst. To reduce the
user involvement, more coarse-grained options require pre-defined
thresholds to automatically distinguish between critical and uncrit-
ical statistical effects. Problematic information flows and elements
can then be highlighted inside the model.

4 ROADMAP: DEVELOPING A FRAMEWORK
FOR MODEL-BASED DISCRIMINATION
ANALYSIS

To address this problem, we propose to develop a model-based
analysis framework, an overview being shown in Fig 6. We outline
the roadmap to the realization of our framework.
Step 1: Supporting model annotations. To allow for an auto-
mated analysis for the system models, the analyst must be able
to enrich the system models with discrimination-related informa-
tion such as what are the protected characteristics and what are
the critical data objects (i.e., the data object that should not has
dependencies with protected data) in our system. For this, we plan
to extend the privacy UML profile in [2] to allow annotating the
system model with discrimination-related information. The output
of this phase will be an annotated system design model.
Step 2: Providing an automated analysis. This phase takes as
input an annotated UML model from the previous phase to uncover
about hidden and critical information flows in that system model.

In this phase, all the data objects that will be directly or indirectly
processed for generating a critical-annotated data object will be
represented as a tree of connected nodes, where each node in the

tree represent a data object. The following is a a detailed description
about how the tree will be generated: First, the critical-annotated
data object in the model will be represented as a root node. Second,
the input to the action that is directly responsible about generating
the critical data object will be listed as children nodes for the root
node in the tree. The children nodes of the root node represent
the data objects that are used directly for generating the critical
data object. Third, each child node will be verified. If the node
represents a derived data object, then all the data objects that have
been directly consumed to generate that derived data object will be
listed as children nodes for its corresponding node in the tree. The
third step will be repeated until either the protected characteristic
appears (e.g., gender) as a node in the tree or until there is no more
derived data objects in the resulted tree.

Since information about whether a data object is derived and
how it is derived are generally hidden and distributed in multi-
ple UML diagrams, analyzing the information flow is difficult. For
example, Fig. 2, Fig. 3 and Fig. 4 are not internally connected. There-
fore, to automate the process of information flow analysis, we plan
to: First, provide a precise semantics for the proposed annotations.
Second, extend the formalisms in [13] by formalizing the infor-
mation flow inside the UML activity diagram and formalizing the
information flow analysis in a way that allows processing different
UML diagrams in an integrated manner. The work in [13] provides
formalizations to different types of UML diagrams, including activ-
ity diagrams. However, the activity diagram formalism in [13] did
not consider data flow, which was only added to activity diagrams
in UML 2.0 [16].

To implement the process of information flow analysis we are
planning to extend a tool analysis support called CARiSMA [1].
The output of this phase will be information about how the data
are propagated in the system.
Step 3: Supporting data aggregation. Due to the proxy discrim-
ination challenge, an approval that protected characteristics are
not processed at all (i.e., directly or indirectly) is not sufficient to
minimize the risk of discrimination: a statistical analysis is needed.
Instead of considering all possible subsets of characteristics in the
database, our proposed framework suggests to focus on correlations
between the protected characteristic and the data that are processed
to generate the critical decision in the system model.

The analyst will generate a data sample from the database. Each
record in the sample will represent an observation from historical
data and contains information about the protected characteristics,
the directly and indirectly processed data from Phase 2.
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Step 4: Performing statistical analysis.We want to support the
analyst in using statistics to reason about the correlation between
the protected characteristic and other data in the generated sample.
The statistics will help the analyst to uncover data that can act as
proxies for a protected characteristic.
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