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Abstract. Detecting conflicts between security and data-minimization require-
ments is a challenging task. Since such conflicts arise in the specific context of
how the technical and organizational components of the target system interact
with each other, their detection requires a thorough understanding of the under-
lying business processes. For example, a process may require anonymous execu-
tion for a task that writes data to a secure data storage, where the identity of the
writer is needed for the purpose of accountability. To address this challenge, we
propose an extension of the BPMN 2.0 business process modeling language to
enable: (i) the specification of process-oriented data-minimization and security
requirements, (ii) the detection of conflicts between these requirements based on
a catalog of domain-independent anti-patterns. The considered security require-
ments were reused from SecBPMN2, a security-oriented extension of BPMN 2.0,
while the data-minimization part is new. SecBPMN2 also provides a graphical
query language called SecBPMN2-Q, which we extended to formulate our anti-
patterns. We report on feasibility and usability of our approach based on a case
study featuring a healthcare management system, and an experimental user study.
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1 Introduction

Protecting the privacy of users has become a key activity in companies and govern-
mental organizations. A important requirement for privacy is data-minimization [14,
34], that is, to minimize "the possibility to collect personal data about others" and
"within the remaining possibilities, [to minimize] collecting personal data" (Pfitzmann
et al. in [28], p.6). In addition to security concepts such as confidentiality, five data-
minimization concepts, namely, Anonymity, Pseudonymity, Unlinkability, Undetectabil-
ity and Unobservability, are considered as fundamental for protecting the users’ privacy.
These concepts were first defined by Pfitzmann et al. [28] and later included in the ISO
15408 standard of common criteria for information technology security evaluation [16].

Although privacy-enhancing technologies [35] address specific data-minimization
needs, privacy breaches often do not come from loopholes in the applied protection
technologies, but from conflicting requirements on the business level of the target sys-
tem [6, 13–15, 25]. For example, in healthcare, users have strong privacy concerns about



how and for what purpose their health information is handled, which may interfere with
an organization’s documentation responsibilities for ensuring complete accountability.
Various approaches have been proposed that deal with security and data-minimization
requirements in a unified framework from the early stages of development [11, 17,
26, 8]. However, these approaches focus on the identification of security and data-
minimization requirements in the elicitation phase without analyzing trade-offs or de-
tecting conflicts between them. The final output is usually a set of textual requirements.
Relying on textually-specified security and data-minimization requirements to manu-
ally uncover conflicts between them is a difficult and error-prone task. The main reasons
for that are:

First, conflicts between the data-minimization and security requirements depend on
the context of how the technical and organizational components of the target system
interact with each other. Specifically, conflicts not only result from trade-offs between
requirements related to the same asset in the system (e.g., anonymous vs. accountable
execution of a task), but also from those related to different assets. For example, a task
may be required to be executed anonymously, while writing data to a secure data storage
where the identity of the writer must be known for accountability reasons. The detec-
tion of such conflicts requires an understanding of the underlying business processes
and their included interactions between security and data-minimization requirements.
However, no existing approach supports the modeling of data-minimization require-
ments in business process models in the first place.

Second, a single data-minimization concept may have varied meanings based on
what (which of the system assets) and from who (i.e., adversary type) to protect. These
variations make it hard to decide whether two specific requirements are conflicting. For
example, providing fully anonymous execution of a specific task hinders the ability of
the system to keep the task’s executor accountable, leading to a conflict. In contrast,
providing partial anonymity by means of using pseudonyms is not conflicting with
accountability. So far, there exists no approach to detect such conflicts between security
and data-minimization requirements in the design of a concrete system.

To address these challenges, we propose an extension of the Business Process Mod-
eling Language (BPMN, [1]), supporting: (i) the specification of process-oriented data-
minimization and security requirements in BPMN models, (ii) the detection of conflicts
between security and data-minimization requirements based on a catalog of domain-
independent anti-patterns. While the security annotations were reused from the security-
oriented BPMN extension SecBPMN2 [33], our approach is the first to directly support
modeling data-minimization requirements in BPMN models. It is also the first to sup-
port automatic conflict detection between specified security and data-minimization re-
quirements in BPMN models. To express the anti-patterns, we extended SecBPMN2-Q,
a graphical query language for BPMN models. We validate our approach using a case
study based on a healthcare management system, and an experimental user evaluation.

The paper is organized as follows. Sec. 2 provides the necessary background. Sec. 3
introduces our BPMN extension. Sec. 4 presents the considered types of conflicts and
our approach to detect them. Sec. 5 presents the tool support for our approach. Sec. 6
and 7 are devoted to the validation based on a case study and user evaluation. Sec. 8
and 9 discuss related work and conclude, respectively.



2 Background

We introduce the fundamental data-minimization concepts used in our work, and a
BPMN-oriented security engineering approach whose security concepts we reused.

Data-minimization concepts. Pfitzmann et al. [28] define five data-minimization con-
cepts that can be refined into privacy requirements for the target system [8, 11, 17, 26].
(i) Anonymity is the inability of an adversary to sufficiently identify a subject within a set
of subjects, called the anonymity set. (ii) Pseudonymity is a special case of anonymity
where a pseudonym is used as an identifier for a data subject other than one of the data
subject’s personal identifiable information. (iii) Unlinkability is the inability of an ad-
versary to sufficiently distinguish whether two items of interests (IOIs, e.g., subjects,
messages, actions, ...) within a system are related or not. (iv) Undetectability is the
inability of an adversary to sufficiently distinguish whether an IOI is exist or not. By
the definition [28], undetectability of an IOI can only hold against outsider adversary
(i.e., neither being the system nor one of the participants in processing the IOI). (v) Un-
observability is the undetectability of an IOI against all subjects uninvolved in it (i.e.,
outsider adversary) and the anonymity of the subject(s) involved in the IOI against other
subject(s) involved in that IOI (i.e., insider adversaries).

Business process model-based security engineering [20] is a promising research di-
rection in the field of security engineering. The key idea is to extend graphical business
process modeling languages such as BPMN [1] to supports the modeling and analysis
of procedural security requirements as early as during the design phase. Among var-
ious approaches [20], only the work proposed in [31] considers a data-minimization
requirement, namely anonymity. However, further fundamental data-minimization re-
quirements such as unlinkability and undetectability were not addressed yet.

To capture conflicts between security and data-minimization requirements, a unified
framework for modeling both types of requirements is needed. Compared to other ap-
proaches, we found that the security concepts from SecBPMN2 [33] offer the following
advantages: (i) In contrast to the work in [7, 10, 18, 22, 31, 32, 37] which support only
a restricted set of security aspects, SecBPMN2 offers 10 security annotations, namely
accountability, auditability, authenticity, availability, confidentiality, non-repudiation,
integrity, separation of duties, binding of duties, and non-delegation. Accountability
specifies that the system should hold the executors of the activities responsible for their
actions. Authenticity imposes that the identity of a given activity’s executor must be ver-
ified, or that it should be possible to prove a given data object as genuine, respectively.
Audibility indicates that it should be possible to keep track of all actions performed
by an executor or accessor of an activity, data object, or message flow. Non-delegation
specifies that an activity shall be executed only by assigned users. Binding of duties
and Separation of duties requires that the same person or different persons should be
responsible for the completion of two related tasks, respectively. Confidentiality and
Integrity indicate that only authorized users are allowed to read or modify data from a
given activity, message flow, or data object, respectively. Availability indicates that it
should be possible to ensure that an activity, data object, or message flow is available
and operational when are required by authorized users.



Reusing these concepts allows us to study interactions between a comprehensive
set of security and data-minimization requirements, enabling a powerful approach to
conflict detection. (ii) While other works [27, 36] use textual stereotypes to enrich busi-
ness process models with security requirements (e.g., «confidentiality»), SecBPMN2
represents security annotations using graphical icons [33]. The example in Fig. 2, ex-
plained in detail later, illustrates the specification of confidentiality, accountability, non-
repudiation and binding-of-duty requirements in a BPMN model (icons in orange).
Graphical annotations have the potential to increase the complexity of the resulting
business process models less than textual ones would do [24], and as consequence, may
contribute to the usability of our approach.

In addition, SecBPMN2 provides a query language for specifying queries that can
be matched against a given SecBPMN model, called SecBPMN2-Q [33]. We reuse and
extend this query language in our approach for specifying conflicts as anti-patterns.

3 Modeling Data-Minimization and Security Requirements

We propose a BPMN extension for specifying data-minimization and security require-
ments. Our support for data-minimization requirements is new, while the security-
specific elements are reused from the security-oriented BPMN extension SecBPMN2.
We first present a running example and then a complete description of our extension.
Running Example. Fig. 1 represents a business process in the context of healthcare
management. A patient makes use of a telemedicine device to receive an over-distance
healthcare service. A patient can also evaluate the service through an online evaluation
portal. Executors of a business process are represented by pools and swimlanes such
as Tele-medicine Device and System Portal respectively. Communication between
pools is represented by message flows; the content of such communications are mes-
sages: for example, Tele-medicine Device sends the message measures to System
Portal. Atomic activities are represented with tasks, for example Send alert. Data Ob-
jects provide information about what activities require to be performed and/or what
they produce, for example electronic healthcare record (EHR). A data association is a
directional association used to model how data is written to or read from a data object.
For instance, the Check the case task needs the EHR data object to be read. Events
are represented with circles. Start events and End events mark the initial and terminal
points. Catch events represent points in a business process where an event needs to hap-
pen, for example at this time. Gateways specify deviations of the execution sequence:
the gateway measures>=config? allows either the right or left branch to be executed.

Security concepts are represented with orange icons. Confidentiality is associated
to message flows, meaning that the content of the message is to be preserved and not
to be accessed by unauthorized users, respectively. Accountability is associated to Sub-
mit evaluation meaning that the task’s executor must be monitored. Our new data-
minimization concepts, discussed below, are represented with yellow icons.
Data-minimization annotations. To allow users to enrich business process models
with data-minimization requirements, we extended BPMN’s artifact class with four
concrete data-minimization concepts namely, anonymity, undetectability, unlinkability
and unobservability. The meta-model of these concepts is shown in Fig. 2: gray parts



Fig. 1. Running example: Specifying data-minimization and security requirements in a healthcare
business process.

represent SecBPMN2 elements; white parts are new elements. Since an additional con-
cept described by Pfitzman et al., pseudonymity, is a special case of anonymity, we
use one annotation for both concepts. An attribute called level captures the required
anonymity level (i.e., full anonymous vs pseudonymous). Using one annotation to rep-
resent related concepts is recommended to reduce graphical complexity [20]. A special
type of association called SecurityAssociation is used to link security annotations with
elements in the business process model. Additional details are captured using attributes
and references, describing in particular the items of interests (IOIs) and adversary per-
spectives, as introduced in Sect. 2. In this section, we focus on the meta-model elements
being relevant for conflict detection, leaving the discussion of others (in particular, the
specification of Mechanisms and DataSubjectRoles) outside the scope of this paper.

To reduce specification overhead, data-minimization annotations have an attribute
autoPropagated which supports the propagation of the requirement to selected other
elements in the model. Four cases are possible, depending on the type of the element
the annotation is linked with: (1) For an activity, the requirement is propagated to all
following tasks in the same lane. (2) For a message flow, the requirement is propagated



Fig. 2. Meta-model of our BPMN extension. Attributes show their default values.

to all message flows that goes from the source-Pool of the considered messageFlow to
its target Pool. (3) For a data input association, the requirement is propagated to all data
input associations that read data from that data object in the same lane. (4) For a data
output association, the requirement is propagated to all data output associations that
write data to that data object in the same lane.

We designed the graphical syntax of the data-minimization annotations following
Moody’s guidelines for increasing the usability of modeling languages [24]. The data-
minimization annotations share two common visual aspects with security annotations
in SecBPMN2: they all have a solid texture, and a circular shape; they differ in their
fill color, using yellow instead of orange. We believe that having different colors for
security and data-minimization annotations contributes to usability.

In the rest of this section, all data-minimization annotations are defined. Each of
them is defined in terms of one or more variants, one for every type of BPMN ele-
ment it can be linked with. We mapped each annotation to a restricted list of element
types to avoid overlapping meaning of different data-minimization annotations. For ex-
ample, two messages cannot be linked to each other as related (i.e., unlinkability) if
they are sent anonymously (i.e., anonymity). Therefore, having both unlinkability and
anonymity annotations for message flows would be redundant.

Anonymity comes in four variants for the different BPMN elements it can be linked to:
(i) Anonymity-Activity specifies that the executor of the task should be anonymous with
respect to a given adversary perspective. (ii) Anonymity-MessageFlow specifies that the
sender of the message should be anonymous with respect to a given adversary perspec-
tive. (iii) Anonymity-DataOutputAssociation specifies that the task should not write per-
sonal identifiable information to the data object. (iv) Anonymity-DataInputAssociation
specifies that the task should only retrieve an anonymized variant of the data object.

The exact meaning of this annotation can be shaped by two attributes: The attribute
level specifies the required anonymity level (i.e., fully anonymous or pseudonymous). In
some scenarios, the system requires that the executor of an activity should be account-
able, and thus, pseudonyms should be used to de-identify the executor of the activity.
The attribute insider specifies against who to protect. The considered adversary type
is either just outsider (false) or both outsider and insider (true). We define the outsider



adversary as any entity being part of the surrounding of the system considered. The
insider is any entity being part of the system considered, including the system itself.

The example model Fig. 1 shows three anonymity annotations associated to differ-
ent BPMN elements. Consider, for example, the one associated to the Fill evaluation
form activity. This annotation specifies that a patient shall be able to execute the Fill
evaluation form task anonymously within the set of all patients without being identifi-
able by either outsider or insider adversaries. Since the requirement is propagated, the
same requirement applies to the Submit evaluation task.

Unlinkability comes in two variants, depending on which BPMN elements the annota-
tion linked with. (i) Unlinkability-Process can be linked with two pools/lanes to specify
that an adversary of the given type shall not be able to link two executed processes as
related. In other words, if linked to two pools, this annotation imposes that a subject
may make use of multiple services without allowing others to link these uses together
as related [28]. (ii) Unlinkability-DataObject can be linked with two data objects to
specify that, from the given adversary perspective, it should not be possible to link the
two data objects as related. Since unlinkability can only be applied to two specific pro-
cesses or data objects, it cannot be propagated to other elements. The attacker type is
specified using the insider attribute, in the same way as in the anonymity case.

The example model includes two unlinkability annotations. Consider, for example,
the unlinkability annotation associated with the two data objects namely, EHR and
Evaluation. This annotation specifies that both outsider and insider adversaries must
not be able to link an EHR and an Evaluation data objects as related.

Undetectability has three variants, depending on the BPMN elements it is linked with.
(i) Undetectability-Activity specifies that an adversary should not be able to detect
whether an activity is executed or not. (ii) Undetectability-MessageFlow specifies that
an adversary cannot sufficiently distinguish a true messages from a false ones (e.g., ran-
dom noise). (iii) Undetectability-DataInputAssociation specifies that a task should not
be able to distinguish whether a piece of data is exists in a data object or not.

The example model shows an undetectability annotation linked with the message
flow between the Send data to portal task and the Receive data start event. The an-
notation specifies that outsider adversaries must not be able to distinguish true messages
sent over the message flow between the Send data to portal task and Receive data
event from a false ones. In other words, at a specific time, an outsider adversary cannot
detect whether the Tele-midicine device is sending data or not.

Unobservability can only be applied to message flows, leading to precisely one variant
called Unobservability-MessageFlow: the sender of the message should be anonymous
with respect to insider adversaries and the message itself should not be detectable by
outsider adversaries.

The example model includes an unobservability annotation linked with the message
flow between the Submit evaluation task and the Receive evaluation catch event.
This annotation specifies that an outsider adversaries should not be able detect true
messages being sent over the message flow from false ones, and the patient who sent
messages over the message flow must be anonymous to the insider adversary.



4 Conflict Detection

Uncovering conflicts during the design of business processes is of vital importance to
avoid privacy violations and expensive fixes in the later development phases. Detecting
conflicts manually in annotated business process models is a challenging task, espe-
cially in real cases where business process frequently are composed of many tasks. We
present an automated conflict detection techniques which takes as input a BPMN model
with data-minimization and security annotations, and reports a list of conflicts and po-
tential conflicts. The former represent definitive mismatches between two requirements;
the latter may result in conflicts under certain circumstances. Consequently, our tool
shows conflicts as errors, and potential conflicts as warnings to the user.

Conflicts between security and data-minimization requirements occur in two flavors:
First, requirements related to the same asset in the system may be conflicting. For ex-
ample, consider the accountability and anonymity annotations linked with the Send
data to portal task in Fig. 1. For accountability, the system needs to track the executor
of this task’s responsibility, while the anonymity annotation specifies that the executor
should be fully anonymous against insider adversaries. Second, requirements related
to different, dependent assets may be conflicting. For example, in Fig. 1, consider the
anonymity and non-repudiation annotations linked with the Fill evaluation form task
and the Evaluation form data object, respectively. The former imposes that an executor
to the Fill evaluation form task should be fully anonymous against insider adversaries;
the latter indicates that an accessor to the Evaluation form data object should not be
able to deny that she accessed the Evaluation form. Since the Fill evaluation form task
writes data to the Evaluation form, a conflict is reported.

Potential conflicts as considered in our work result from control flows between ac-
tivities with specified requirements. For example, Fig. 1 includes a path between the
anonymity-annotated fill evaluation form task and the non-repudiation-annotated Sub-
mit evaluation task. Such situations not necessarily give rise to an actual conflict. For
instance, imagine a flow between two tasks where the first task allows a customer to
anonymously use a service and the second task allows the service provider to prevent
a customer from being able to deny his payment for receiving a service. In this situa-
tion, it may be sufficient for a service provider to prove that a customer performed the
payment task without uncovering which service a customer is paying for, and as a con-
sequence, preserve the customer anonymity. Such potential conflicts should be reported
and discussed during the design of the business process models.

Automated conflict detection using anti-patterns. We propose an automated con-
flict detection technique that relies on encoded knowledge about conflicts and potential
conflicts between pairs of requirements. Specifically, we propose a catalog of conflict
anti-patterns which are matched against the given business process model in order to
detect conflicts and potential conflicts. Our patterns are formulated in a specialized
query language, which extends an existing query language called SecBPMN2-Q [33].
SecBPMN2-Q supports custom graphical queries enriched with security requirements
that can be matched to SecBPMN2 models, usually for verification purposes. We ex-
tended SecBPMN2-Q so that it supports our new data-minimization annotations as well,
allowing us to specify conflicts as anti-patterns that can automatically detected.



Fig. 3. Conflicts C1–C5 between non-repudiation and anonymity as anti-patterns.

Fig. 3 shows a selection of anti-patterns defined using our SecBPMN2-Q extension.
Together, the depicted anti-patterns represent all conflicts that can happen between non-
repudiation and anonymity. The patterns include labels of the form "@X", which act as
placeholders for element names, allowing us to formulate the anti-patterns in a domain-
independent way. All anonymity annotations in Fig. 3 are specified with the following
attributes: {anonymity level=full anonymous, insider=true}.

Consider, for example, conflicts C1 and C5 in Fig. 3. These conflicts arise when
non-repudiation and anonymity annotations are linked to the same task or message
flow, respectively. C1 can be matched to one place in the example model, which is high-
lighted in Fig. 1: The anonymity annotation of the Fill evaluation form is propagated
to the Submit evaluation task, which is annotated with a non-repudiation annotation.
In contrast, C5 does not occur in the example model, since the model does not have an
anonymity- and non-repudiation-annotated message flow. C2, C3 and C5 each come in
two variants, resulting from duality: the direction of the data object call (read or write)
can be inverted, and the assignment of requirements to elements can be swapped.

Fig. 4 shows three anti-patterns specifying potential conflicts between anonymity
and non-repudiation. In these patterns, we use a walk relation (illustrated using an edge
with double arrowhead), which is defined for pairs of activities, events or gateways. It
allows to match all pairs of elements in the input model for which there is a path between
the source and the target element. Note that 3 out of 8 overall potential conflicts for the
considered pair of requirements are shown. Two additional cases called PC3 and PC5
are formed in analogy to C3 and C5 in Fig. 3; three additional variants arise from duality
like in the discussion of the conflicts. Again, all anonymity annotations are specified
with the following attributes: {anonymity level=full anonymous, insider=true}.

The potential conflict PC1 in Fig. 4 includes a non-repudiation-annotated and an
anonymity-annotated task between which a path exists. PC4 specifies a path between an



Fig. 4. Potential conflicts between non-repudiation and anonymity as anti-patterns.

anonymity-annotated task and another task that sends messages over a non-repudiation-
annotated message flow. Both situations may lead to a conflict, depending on the actual
circumstances in the system.

From matching potential conflicts PC1 and PC4 to the example model in Fig. 1,
two warnings will be reported: (i) There is a path between the anonymity-annotated
Fill evaluation form task and the non-repudiation-annotated Submit evaluation task,
thus violating PC1. (ii) There is a path between the anonymity-annotated Fill evalu-
ation form task and the Submit evaluation task which sends messages over a non-
repudiation-annotated message flow, leading to a violation of PC4.

Catalog of a domain-independent conflicts. As mentioned in Sect. 2, SecBPMN2 in
fact supports 10 different security requirements. Similar to our data-minimization an-
notations, the same security annotation can be linked to different BPMN elements. We
analyzed all possible situations where conflicts or potential conflicts between a secu-
rity and a data-minimization annotation may happen. For each identified situation, we
specified an anti-pattern using our extension of SecBPMN2-Q.

We now give an overview of the resulting catalog of anti-patterns. A more detailed
account is found in [30]. Table 1 shows all pairs of requirements for which we identi-
fied a (potential) conflict. Each cell shows the number of conflicts, plus the number of
potential conflicts between the considered pair of requirements. For example, there are
8 conflicts and 8 potential conflicts for non-repudiation and anonymity. The origin of
these numbers is explained in the previous descriptions of Fig. 3 and Fig. 4. The other
numbers arise from the various possibilities of linking a data-minimization or a security
annotation with other BPMN elements. In total our catalog contains 140 anti-patterns.

Considering conflicts and potential conflicts, Accountability, Authenticity, Audibil-
ity, and Non-delegation represent different requirements to keep insider users account-
able for their actions. To preserve them, the identity of an action’s executor must be
verified. Therefore, similarly to Non-repudiation, all of these security concepts may
have conflicts or potential conflicts with Anonymity (where required against insiders)
and Unobservability, since part of its definition implies full anonymity against insiders.

Binding and Separation of duties can conflict with Anonymity if any of the activities
to which they are applied also require to be executed anonymously. For instance, it will
be hard, in case of Binding of Duties, to prove that two fully-anonymously executed



Table 1. Overview of conflict + potential conflict anti-patterns per pair of requirements.
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Anonymity 2+2 6+6 8+8 8+8 2+2 1+0 1+0 4+5 0+8 0+11 0+11
Unlinkability 0+0 0+0 0+0 0+0 0+0 0+1 0+0 0+0 0+0 0+0 0+0
Unobservability 1+1 3+3 4+4 4+4 1+1 0+0 0+0 2+2 0+4 0+6 0+6

activities are executed by the same person or not. A potential conflict between the Bind-
ing of duties and Unlinkability is also possible: Unlinkability is linked to two pools and
indicates that the two process executions should not be linked to each other as related.
Therefore, it may conflict with Binding of Duty.

Confidentiality, Integrity, and Availability represent different requirements to allow
authorized users to read, modify, or access a system asset, respectively. The satisfaction
of these requirements relies on authorization, which, however, does not necessarily im-
ply identification: The literature provides many techniques for performing authorization
without uncovering the real identity of an action executor, for example, zero-knowledge
protocols [23]. However, the system developers may choose to implement these require-
ments by a mechanism that relies on identification, such as access control, which may
lead to conflicts with data-minimization requirements. Hence, a decision about whether
a conflict arises cannot be made on the abstraction level of process models. Therefore,
as shown in Table 1, we classified the interactions between these security requirements
and the data-minimization requirements as potential conflicts.

In some cases, Confidentiality and Integrity are considered as supplementing re-
quirements to Anonymity [15]. For instance, anonymity against outsider adversaries im-
plies that the outsider adversaries should not be able to trace a message back to its
sender. However, if the sent message contains personal identifiable information and it is
sent in clear (i.e., without encryption), an outsider attacker can easily link the messages
to its sender. Such kind of interactions can not be considered as conflicts or potential
conflicts, and thus, they are omitted from Table 1.

Conversely, conflicts may not only occur between security and data-minimization
requirements. Table 1 indicates that a particular Anonymity annotation might conflict
with other Anonymity or Unobservability annotations. For instance, requiring full anony-
mous execution for an activity is in conflict with requiring the users to execute the same
activity anonymously using their pseudonyms. Undetectability, by definition [28], only
shields against outsider attackers. Therefore, it is omitted from the Table 1 since it does
not give rise to conflicts with security or data-minimization requirements.

5 Tool Support

We developed a prototypical implementation of our work on top of STS [2], the support-
ing tool for the BPMN extension SecBPMN2 [33]. Our implementation supports the



two main contributions of this work: First, the modeling of data-minimization and se-
curity requirements in BPMN models, using a suitable model editor. Second, automated
conflict analysis in data-minimization- and security-annotated BPMN models, based on
our catalog of anti-patterns. The examples shown Fig. 1, Fig. 3 and Fig. 4 come from
screenshots of our implementation. Our conflict detection approach takes as an input
a security- and data-minimization-annotated BPMN model. The output is a set of tex-
tual messages that describe the detected conflicts. On demand, the conflict can be high-
lighted in the model. For example, the highlighted path in Fig. 1 is the result of selecting
the conflict message that describes the PC1 anti-pattern in Fig. 4. Our implementation is
available online at http://www.sts-tool.eu/downloads/secbpmn-dm/.

6 Case Study

To study the feasibility our approach, we applied it in a healthcare scenario. We ex-
tended a teleconsultations healthcare management case study from the Ospedale Pedi-
atrico Bambino Gesù, a pediatric Italian hospital. The case study was part of the VisiOn
research project [3]. The main objective of VisiOn consists in increasing the citizens
awareness on privacy. The final outcome of the project was a platform that can be used
by public administrations and companies to design their systems, using privacy as a
first-class requirement.

The teleconsultations case study described a situation where a patient EHR can
be transfered from the OPBG system to specialists in another hospital for a telecon-
sultations purposes. In this scenario many security requirements are considered (e.g.,
confidentiality, accountability) but the privacy preferences were more related to data
anonymization. In this paper, we extended this scenario to to cover situations where
data-minimization plays an important role not only protecting the users data but also
their activities and communications. To this end, we modeled a process featuring an
over distance healthcare service, an excerpt being shown in Fig. 1. Using our approach,
as explained in Sect. 3, we were able to enrich the model with data-minimization re-
quirements that represent privacy preferences for patients.

For conflict detection, we annotated the model with security requirements that rep-
resent security needs from the system point of view. Assessing the accuracy of con-
flict detection based on this model required a ground truth. To this end, we manually
analyzed the model and identified 8 conflicts and 20 potential conflicts, a subset be-
ing discussed in Sect. 4. Applied to the model, our conflicts detection technique pre-
cisely detected these expected 8 conflicts and 20 potential conflicts. The used version
of the model with all data-minimization and security requirements can be found in
https://github.com/QRamadan/conflictsDetection/.

7 Usability validation

Our main contribution is twofold: we provide support for the enrichment of the BPMN
models with data-minimization requirements, and the detection of conflicts between
data-minimization and security requirements. As a preliminary evaluation for both con-
tributions, we performed a user experiment that focused on two research questions:



Fig. 5. Results: Preference scores for notation (RQ1) and helpfulness of output (RQ2).

(RQ1) How usable are our data-minimization annotations, compared to textual re-
quirement specifications? (RQ2) How useful is the conflict detection output? The fo-
cus of RQ1 is on our new data-minimization annotations; the security annotations from
SecBPMN2 were already evaluated in an earlier work [33]. As participants, we recruited
6 doctoral students and 1 post-doc from three institutions. We asked the participants to
rate their experience in process modeling (in particular, BPMN), privacy, and security
using 5-point Likert scales. Six participants rated their BPMN experience as 3 or 4. Six
participants rated their security expertise as 3 or 4. The self-assessed privacy experience
was 4 for one participant, 3 for four participants and 2 for two participants. In total, this
distribution approximates the knowledge of the intended user group.

The set-up of our experiment involved a questionnaire with embedded model ex-
cerpts based on the model from our case study. Models were included in two ver-
sions: with visual data-minimization and security annotations (proposed approach), and
with textual data-minimization requirement description and visual security annotations
(baseline). The participants received a description sheet of all used annotations. For
RQ1, participants were asked to complete comprehension tasks and, afterward, to state
their subjective notation preference for solving our tasks, for communication with non-
technical stakeholders, and for developing their own projects. For RQ2, participants
were asked to identify conflicts manually. Afterwards, we showed them the output of
our tool and asked them to rate its helpfulness to be used it for this task. We also asked
the participants for informal feedback using a free-form input field.

The summarized results are shown in Fig 5; the shown scores accumulate the an-
swers to multiple related questions. Regarding RQ1, we found that the participants
mostly preferred our proposed approach for solving the tasks (62%), and for devel-
oping their own project (86%). One participant stated that "with the extension, it’s a lot
easier to detect the model elements that are affected by a requirement than with the text
version (have to find the relevant elements and correlate text and model)". However, for



communication with non-technical stakeholders, all participants gave a neutral (57%)
or negative (43%) answer. An explanation offered by a participant was that to "fully
understand the effect of the annotations is very hard. This is the reason why I rated both
variants equally usable for non-technical audience"’. Regarding RQ2, the majority of
participants rated the conflict detection results as very helpful for the identification of
conflicts (79%). Two of the participants stated that the detection results pointed them to
conflicts that they had not noticed when inspecting the models manually. In summary,
our results give a promising outlook for the usability of our approach.
Threats to Validity. Owing to the limited sample size, we relied on descriptive statis-

tics, leaving a comprehensive user study with a more rigorous statistical analysis to
future work. The actual usefulness in practice may significantly depend on the consid-
ered model, of which we only considered one in our experiment. Usability was assessed
through a subjective questionnaire rather than objective performance measures. This
threat can be addressed using a different kind of experiment, as we plan to conduct in
the future. Finally, we only considered the comprehension, rather than the editing of
models. On the other hand, understanding is a necessary part of any editing process.

8 Related Work

Conflicts between security and data minimization. To the best of our knowledge, no
existing approach supports conflict detection between security and data-minimization
requirements. Hansen et al. in [15] defined six privacy and security goals for supporting
the privacy needs of users. The authors considered a subset of the data-minimization
concepts in [28], namely anonymity and unlinkability, and discuss their relationships.
However, conflicts are discussed on the conceptual level, while in our work, we ar-
gue that the specific conflicts arising in a system can be identified by analyzing the
data-system’s minimization and security requirements. The perspective papers of Ganji
et al. [13] and Alkubaisy [6] highlight the importance of detecting conflicts between
security and privacy requirements, for data-minimization requirements in particular.
Both papers discuss the components required for a potential approach, however, with-
out providing a complete solution. Ganji et al. [13] envision a realization based on the
SecureTropos framework as future work.

Data-minimization-aware approaches. Various works in security requirements
engineering aim to specify privacy requirements using the data-minimization concepts
proposed in [28]. In Deng et al.’s LINDDUN framework [11], both misuse cases and
data-minimization requirements can be identified by mapping predefined threat-tree
patterns to the elements of a data-flow diagram. Kalloniatis et al. [17] propose the Pris
methodology, which maps data-minimization and other security concepts to a system’s
organizational goals to identify privacy requirements. Pris introduces privacy-process
patterns that describe the effect of privacy requirements to organizational processes.
Mouratidis et al. [26] present a conceptual framework that combines security and data
minimization concepts, and show its use to specify details about privacy goals such as
the involved actors and threats. Beckers et al. [8] propose a privacy-threats analysis ap-
proach called ProPAn that uses functional requirements modeled in the problem-frame
approach to check if insiders can gain information about specific stakeholders. Ahma-



dian et al. [4] support a privacy analysis for system design models, based on the four
privacy key elements of purpose, retention, visibility and granularity. Since none of
these approaches considers conflicts between data-minimization and security require-
ments, our approach can be seen as complementary: Their output can be used as input
for our approach to allow the enrichment of the business process models with data-
minimization and security requirements and then to perform conflict detection.

Diamantopoulou et al. [12] provide a set of privacy process patterns for data-minimi-
zation and security concepts, aiming to provide predefined solutions for different types
of privacy concerns in the implementation phase. In addition to textual description of
the patterns, BPMN design patterns were provided to guide operationalization at the
business process level. This work is complementary to ours, as it focuses on the imple-
mentation of data-minimization requirements, rather than on the detection of conflicts.

9 Conclusions and Future Work

We proposed an extension of the BPMN modeling language to enable the specification
of data-minimization and security requirements in a unified framework. Based on this
extension, we introduce a technique for conflict detection between the specified require-
ments. Our technique analyses data-minimization- and security-enriched models based
on a catalog of a domain-independent anti-patterns, which we formulated in an exten-
sion of a graphical query language called SecBPMN2-Q. We validated our approach in
a case study based on a healthcare management system, and an experimental user study.

In the future, we aim to formally validate the completeness of our technique. Encod-
ing the semantics of data-minimization and security requirements using graph transfor-
mations would allow us to apply formal conflict detection [9, 19] for that purpose. We
also aim to extend our approach to support the resolution of conflicts. As a first step,
we aim to extend existing work in [33] to ensure that the enriched model is aligned
with the collected security and data-minimization requirements. This will allow us to
identify and fix unintentional conflicts (e.g., errors during the enrichment of the model
with security and data-minimization requirements). Although a fully automated process
would be appreciated, we believe that the resolution of actual conflicts (e.g., between
two requirements related to different views of system stakeholders) is a sensitive issue
that requires human intervention, a further challenging task that involves reasoning on
the privacy impact of different solution strategies [5, 21]. Once that all conflicts are re-
solved, the system design typically needs to be aligned with the specified privacy and
security requirements, a challenge that can benefit from the use of model transforma-
tion technology [29]. Finally, we intend to perform a comprehensive user experiment to
study the usability and validity of our approach in a broader setting.
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